Association mapping: where we’ve been, where we’re going
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This paper provides a review of recent work in the area of marker-phenotype association studies, specifically as used for localizing - or mapping - genes affecting a trait of interest. We describe the basis of association mapping and discuss a number of the commonly used techniques. We have also included references to various papers that have evaluated the use of these methods.
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Genetic mapping based on linkage analysis relies on the principle that alleles at loci close together on a chromosome tend to be inherited together, as the probability of a recombination event occurring between them is related to the distance between them. Unlinked loci segregate independently. To estimate distance between loci, recombination events between them are counted as alleles are transmitted through pedigrees. An unknown gene affecting the trait of interest is mapped by discovering marker loci whose alleles are segregating with the trait of interest.

Association-based mapping relies on a similar principle, although with a different scope. These methods measure the degree to which alleles at a marker locus are associated with the trait of interest at a population level. The degree to which this occurs depends on the strength of linkage disequilibrium (LD) between the marker and the locus that affects the trait. If locus A has alleles \( A \) and \( a \) and locus B has alleles \( B \) and \( b \), LD between alleles \( A \) and \( B \) (\( D_{AB} \)) can be written as:

\[
D_{AB} = P_{AB} - P_{A}P_{B}
\]

Here, \( P_{AB} \) is the probability of receiving an \( A \) allele (\( P_{B} \) for the \( B \) allele) and \( P_{A}P_{B} \) is the probability of receiving both an \( A \) and a \( B \) allele together from one parent. In other words, this quantity measures the difference between the rate alleles at different loci are actually inherited together versus the rate they would be inherited together just by chance. In this case of two alleles per locus, there are four LD terms (one for each pair of alleles), but:

\[
D_{AB} = -D_{A}B = -D_{a}B = D_{a}B
\]

A common misperception about LD is that it refers to both linkage and LD. This has, unfortunately, been propagated in the recent human association mapping literature, leading to some inconsistency and confusion. The term was originally defined in the field of population genetics as far back as the early 1960s [1], taking on a form equivalent to EQUATION 1. By examining this equation (and other equations used to describe LD), it is clear that values regarding physical linkage, such as recombination rate, are absent. It is desirable to maintain the definition of LD in terms of a quantifiable statistical measure for which an explicit equation can be written. As it is not clear how this can be achieved in a general manner if physical linkage is also included in the measure, we maintain the traditional definition. This is consistent with current literature discussing measures or estimates of LD [2].

We note that the term ‘association’ is often used interchangeably with or in place of the term ‘LD’. Unfortunately, the term association can be ambiguous. It may refer to association between alleles at two loci (implying not only LD, but possibly other higher-order measures as well) or it may refer to association between the marker and a phenotype (which may or
may not involve LD along with other factors). In this paper we attempt to be consistent and unambiguous, using the term association only when we mean marker-phenotype association and LD when we mean the specific quantity defined in EQUATION 1.

Another common misperception about LD is that it can be created by physical linkage. LD is actually created by evolutionary forces, such as mutation, migration, population admixture and founder effects and can exist between loci on different chromosomes. Once LD is created, recombination between loci does cause it to decay over time. Hence, once it has been created, LD tends to be maintained in the presence of tight linkage.

If $D_0$ is the original amount of LD in a population, after $G$ generations of random mating, the current level of LD is expected to be:

$D = D_0 (1 - \theta)^G$

Here, $\theta$ is the recombination rate, the faster the decay. By looking at a population at generation $G$, it is expected that loci that exhibit stronger LD are closer together than those with weaker LD. This is the basis of association mapping. Following the LD pattern along a map should indicate the closest locus to the one being compared.

While in theory this is a reasonable strategy, in reality there are a number of caveats. Foremost is the fact that this strategy relies upon a reasonably restricted population history. Specifically, an event must have occurred to create an initial level of LD in the population, but since that event sufficient time has passed so that LD has decayed with recombination. In addition, no ongoing events are occurring in the population to maintain or create LD anew. A recent admixture event can create genome-wide LD which is not conducive to inferring proximity between loci until many generations of random mating have occurred. If the admixture is ongoing, genome-wide LD patterns may continue to exist. In addition, mutational events that give rise to new alleles can occur at very different times for different loci. LD may have completely decayed between two adjacent loci, yet be newly created between these and a more distant locus. Selection may also maintain LD over time between distant loci.

Even if population history is such that LD is expected to behave as desired overall EQUATION 2, large variations due to the stochastic nature of population history exist for any population of finite size $N$. Therefore, it is not unlikely that LD may differ substantially from its expected value, even in an ideal population. Of course, LD generally must be estimated from a population sample, so that these estimates also include sampling error.

Another point is that LD – as written in EQUATION 1 – is bounded by the allele frequencies at the loci involved. The maximum amount of LD possible between a locus and its close neighbor may be much smaller than that between the locus and a more distant site. In some cases, it is possible that the more distant loci exhibit larger values of LD than the closer pair.

In spite of these potential problems, there is a lot of optimism regarding the use of LD in mapping genes and many methods have been developed for this purpose. Some of these methods have addressed the problems inherent in using LD alone as a measure of distance by designing tests sensitive to recombination in addition to LD. Others attempt to model population structure in their tests, so that the tests are less sensitive to some of the problems that may arise.

**Measures of LD**

The difficulty in estimating LD is that usually only genotypes, not haplotypes, are available for examination, yet the haplotype frequency, $P_{AB}$ is necessary in order to estimate LD. One approach to get around this problem is based on the expectation-maximization (EM) algorithm. This method finds the haplotype frequencies that maximize the sample likelihood. Consider the following simple example. Suppose we observe a sample of six individuals typed at two diallelic markers. The first three individuals are double homozygotes, $AA/BB$, contributing six gametes of the type $AB$ to the sample counts. The next two are $Aa/Bb$, contributing four gametes of the type $ab$. The last individual, however, is a double heterozygote, $Aa/Bb$ and there are two possible pairs of haplotypes this individual may have inherited, $AB$ with $ab$ or $ab$ with $ab$. Taking into account the first part of the sample, the EM algorithm assigns an extremely low probability to the second ($ab$ with $ab$) arrangement because these types of gametes have not been observed among unambiguous individuals. To make such calculations, it is necessary to assume Hardy-Weinberg equilibrium (HWE), which implies that two-marker genotypes do not deviate from the products of haplotype frequencies. Although the EM algorithm is an iterative technique, Weir and Cockerham showed that two-marker haplotype frequencies can be obtained by looking at the final iteration, when the next and the previous likelihoods are evaluated at the same frequencies. The resulting equation can be solved explicitly, revealing that there are biologically plausible situations when no real-valued roots exist. This argues against blind application of the EM algorithm. Weir and Cockerham further suggest routine use of a composite genotypic disequilibrium method that does not assume HWE and that provides an unbiased estimate of LD under HWE.

Once an estimate of $D_{AB}$ is obtained, there is a problem of its dependency on the allele frequencies, $P_A$ and $P_B$. Many measures that attempt to standardize LD have been proposed. Devlin and Risch give an overview of five of these measures in the context of fine mapping; the correlation coefficient $\rho$, Lewontin's $D^\prime$; the robust formulation of the population attributable risk $\delta$, Yule's Q and Kaplan and Weir's proportional difference $\Delta$ under the assumption of initial complete disequilibrium between disease and marker loci, concluding that $\delta$ is the superior measure followed closely by $D^\prime$. Guo confirmed these findings by calculating expected values of these measures under different population size simulations of approach of Devlin and Risch. Morton et al. derive a measure of LD on a basis of population genetics argument. Their measure, $\beta$, arises as the association probability and is algebraically equivalent to $D^\prime$.  

Certainly, the ranking of the measures reflects the specific goal of relating LD with the recombination probability. A different question, such as the optimal density of the markers, may result in a different ranking. Here, it may score well, as it is the most related to the χ² statistic of the single-marker association test.

**LD as a tool for mapping**

As mentioned above, to estimate LD directly, it is necessary to understand something about both loci being examined (such as haplotype and allele frequencies). When one of the loci of interest is an unknown gene that we would like to map, alleles or genotypes at that gene are generally not available for examination. In this case, it is still expected that LD can be useful for indicating proximity between the putative gene and the marker locus being examined. However, the degree of LD between the gene and a marker should be determined indirectly. In association mapping, this is done by substituting phenotypes for genotypes at the gene. Instead of estimating correlations between alleles at both loci, relationships between the marker alleles and the phenotype are examined.

Examination of LD indirectly by use of substituting phenotypes for genotypes in this way has consequences for mapping. In doing this, the manner in which the gene acts on phenotype becomes confounded with actual LD [10,11]. This is intuitively obvious by considering the size of effect the gene has; genes with large effects on the phenotype should be much easier to locate than those with weak effects. This confounding of genetic effects and LD can create some unexpected patterns in marker-phenotype associations, which can cause added difficulties in association mapping studies [10,11].

**Case-control tests for discrete traits**

A very straightforward and popular method for detecting marker-phenotype associations for discrete traits—those in which an individual can be classified as either expressing the trait or not expressing the trait—is the case-control test. A common discrete phenotype of interest is whether or not an individual is affected with a disease under study (affected individuals are the cases, unaffected individuals are the controls). In the case-control test, individuals from both phenotypic categories are sampled in somewhat similar proportions. They are then genotyped for the marker or candidate loci of interest. Allele or genotype frequencies from the two groups are then compared to see if they differ.

Case-control tests are sensitive to overall population LD between the marker and a locus affecting the trait and to the effects of the gene. As was previously discussed, LD can exist in a population between loci that are quite far apart or even on different chromosomes. Due to this, strong marker-trait association is not necessarily evidence for proximity between the marker and the gene affecting the phenotype. In addition, it is possible to detect association even if there is no genetic component to the phenotype. This occurs when heterogeneity within the population exists. If the population to be sampled consists of several subpopulations and the prevalence of the trait in question differs between these subpopulations, so-called ‘spurious associations’ may be detected. In this case, individuals from the subpopulation with the higher prevalence of the trait are more likely to be selected to be cases, whereas subpopulations with lower prevalences are preferentially selected to be controls. If marker-allele frequencies also happen to differ between subpopulations, these differences will be seen between the cases and controls. Different prevalences of the phenotype among subpopulations can result from nongenetic environmental factors, so that evidence of marker-phenotype association does not necessarily imply LD, let alone proximity.

**TDT for discrete traits**

To get around the problem of spurious associations that can arise when using case-control tests, methods using family-based controls have been proposed. The most popular of these are the TDT-type tests. These methods are sensitive to non-zero LD and physical linkage between a marker and a gene affecting susceptibility. The original TDT was proposed by Spielman et al. for mapping disease susceptibility loci [4]. In this test, affected individuals and their parents are genotyped. By selecting affected offspring only, susceptibility alleles at the gene should be enriched among the sample of offspring. If there is LD between the gene and the marker in the parent generation, certain marker/susceptibility haplotypes will be more common than expected by chance. With no recombination to separate these alleles as haplotypes are transmitted from parents to affected offspring, the marker alleles in LD with the susceptibility alleles will be transmitted more frequently to the affected offspring. The TDT assesses the transmission rates in the sample versus what would be expected by chance. Since homozygous parents can only transmit one allele type, these patterns do not add to the power of the test and in most TDT, are not used. Spielman and Ewens extended the test to consider multiple alleles at the marker [15].

**Association mapping**
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The TDT was originally proposed as a test of linkage in the presence of association; that is, if there is evidence that the phenotype is correlated with certain marker alleles, the TDT can be used to test if there is also linkage in the genetic region. In this case, the TDT can be performed using all affected offspring in a nuclear family. However, if there is linkage between the marker and a gene affecting phenotype, performing the TDT with multiple offspring as a test of LD is not valid. This is because the presence of linkages, transmissions to siblings are not independent. As a test of LD in the presence of linkage or as a test for linkage and LD, only one affected offspring per nuclear family can be used. This leads to a loss of information if multiple offspring are available. Martin et al. proposed a valid test of linkage and LD using all affected offspring in a nuclear family [20].

As an allele-based test, the TDT is sensitive mainly to additive genetic effects [18]. Schild proposed a series of tests based on log-linear models that are genotype-based tests [17, 18]. While these tests have more degrees of freedom than the allele-based tests, they are sensitive to the full genetic effect of the locus. Depending on how the gene acts to affect phenotype, the trade-offs between degrees of freedom and sensitivity to nonadditive effects may be advantageous.

TDT using sib data

While the TDT-type tests have the advantage of being insensitive to population structure, they do require parents of affected individuals to be collected. For some situations, such as in late-onset diseases, it may be difficult or impossible to collect parental data. In these tests, the number of alleles seen in the marker genotype of the affected sibling is contrasted to the number seen in the unaffected sibling. The S-TDT calculates the mean and variance of the given marker allele for each family, then sums over families to get an overall mean and variance [19]. These values are then combined in a test statistic that is approximately normally distributed. Spielman and Ewens show how this test can be combined with the usual TDT if both sibs and trios are available [19, 20]. Both the tests of Allison [14] and Rabinowitz [28] are valid tests of LD only if a single unaffected and a single unaffected individual are chosen from a sibship [14-20]. If larger sibships are available, subsets of sibs are chosen to perform these tests and information from the discarded siblings is lost. Curtis recommends a sampling procedure that involves selecting the discordant sibling pair who exhibit maximally different marker genotypes [21]. To avoid the problem of subsampling, Howarth and Laird proposed the sibship disequilibrium test (SDT) [22], which is a valid test of linkage and LD using all discordant sibling pairs within a sibship. The test compares the average number of alleles in affected siblings in a sibship versus the average for unaffected siblings in the sibship. The test statistic is evaluated using a nonparametric sign test.

In many cases, it is possible to reconstruct the genotypes of the parents if multiple offspring are available, though this may be performed with care to avoid bias [24]. Several methods have been proposed to reconstruct information in an unbiased manner. The reconstruction-combined (RC)-TDT was proposed by Knapp for this purpose [25]. Another procedure whereby reconstruction is performed is the likelihood-based approach of transmit [26]. Of the tests discussed so far, each uses information from transmission pedigrees only. Martin et al. proposed a method whereby multi-generational pedigrees could be used in a TDT-type test without discarding individuals [27]. Their test – the pedigree disequilibrium test (PDT) – considers all discordant sibling pair comparisons and all transmissions from heterozygous parents to affected offspring within a pedigree. An average of each of these measures is taken for each pedigree and these pedigree averages then contribute to the overall test statistic. In this way, bias due to relatedness of individuals within a pedigree is eliminated. This method was developed for diallelic markers, though a series of tests comparing one allele to the rest grouped into a single category is also offered.

TDT for quantitative traits

TDT for quantitative traits has also been developed, using various strategies. Allison proposed five TDTs for quantitative traits, differing from one another in sampling and testing strategies [26]. The first test proposed (Q1) utilizes a T-test to compare the phenotype means of randomly selected offspring inheriting the allele of interest from heterozygous parents. Tests Q2, Q3 and Q4 utilize sampling strategies, in which only offspring falling in the tails of the phenotype distribution are included in the test. For each of these tests, a problem arises when including offspring for which both parents are heterozygous. In this case, there are two transmissions (one from each heterozygous parent) that can be included in the analysis, so that the phenotype of the offspring is included twice in the analysis. However, one assumption of these tests is that observations are independent. Allison’s fifth test, Q5 attempts to circumvent this problem by use of a regression-based approach [26]. Rabinowitz independently derived an equivalent test to Allison’s Q1 test [28]. Both the tests of Allison [24] and Rabinowitz [28] are valid tests of linkage and LD only when a single offspring per nuclear family is included in the test; multiple offspring can be used to test for linkage in the presence of association. George provides a regression-based test of linkage in the presence of association that uses all members of a pedigree [29]. To avoid loss of data when a test of linkage and LD is desired, Monks and Kaplan [30] extended Rabinowitz’s test [28] so that the correlation structure between sibs is taken into account and all sibs can be used. This can provide a substantial increase in power if...
nuclear families with more than one offspring can be collected. Using a variance-components approach, Abecasis et al. also provide a method whereby parents and multiple offspring can be used as a test for linkage and LD [32].

Quantitative trait TDTs using sib data
As the TDT for discrete traits was extended for the case in which parents are not available, Allison et al. proposed several sib-based tests of linkage and LD for quantitative traits [33]. Their first method is the use of a mixed-effects ANOVA, which models sibship as a random variable and marker genotype as a fixed factor; phenotype is the dependent variable. Their second approach is based on a permutation test.

Case-control tests for structured populations
While family-based TDT are able to circumvent the problems of population structure, they do come at a price, namely the need to collect and genotype family members. Another approach is to sample unrelated cases and controls, but to try to model population structure into the association test. Devlin and Roeder demonstrate the effect of population structure, including stratification and inbreeding on the variance of the usual case-control test statistic [34]. They show that if the overall population is in HWE, the usual allele-based case-control test is not valid. The Armitage trend test can be used instead, as they show that it is better able to account for Hardy-Weinberg disequilibrium (HWD) [34]. As they mention, this is appropriate for an additive genetic model and ignores any nonadditive effects and should be resistant to HWD [17]. Type-based tests under a log-linear model, which are also sensitive to nonadditive effects and whether or not HWE holds. Schaid also discusses genotype-based tests under a log-linear model, which are also sensitive to nonadditive effects and should be resistant to HWD [35,36]. These types of tests assume that individuals in the population are independent, which is not generally the case in a structured population. Devlin and Roeder discuss the effects of nonindependence of individuals on the variances of the usual case-control test statistic and the Armitage trend test and show that it is inflated in this situation [34]. They propose an alternative method for testing for marker-disease susceptibility using a random sample of cases and controls. This method uses data from multiple markers outside the region of interest in order to gain information on the variance inflation due to population structure. This information can then be used to construct various tests for association. Their primary test is Bayesian, but they also provide a frequentist test. Pritchard et al. offer a different solution for accommodating population structure in a case-control setting [35,36]. Their test also uses information from a number of markers outside the region of interest; these are used to infer the underlying structure of the population [36]. Once this has been done, this information is used to detect associations between the trait and marker within subpopulations [36]. The method uses a Markov-Chain Monte Carlo technique to estimate the proportion of an individual’s genome that originated from the contributing subpopulations, as well as the number of these subpopulations and the allele frequencies within each one. Once this has been done, these proportions are used in testing for dependencies between marker alleles and phenotype.

Both the methods of Devlin and Roeder [34] and Pritchard et al. [36] may offer potential power increases over the TDT-type tests for the same number of individuals genotyped.

Multiple testing
The multiple testing issue in disease association mapping is particularly complex. There is often substantial correlation between test statistic values along the map induced by LD, between genetic markers. Lander and Kruglyak define point-wise and genome-wide significance levels to distinguish between probabilities of “large” values of a test statistic at a given location and anywhere in the genome scan [37]. The genome-wide significance levels relate to the notion of the family-wise error rate (FWER). For a family of hypotheses $H_1, \ldots, H_L$, the FWER is defined as

$$\text{FWER} = \Pr\{\text{reject one or more } H_i, i \in S \mid H_j, j \in S \text{ are true}\}$$

Here, $S$ is any subset of $K$. Multiple testing methods divide into two extremes. In one group are the methods that make statements about all the individual null hypotheses $H_1, \ldots, H_L$. In the other group are the ones that are concerned with the global null hypothesis ($H_0$) that some or all of the individual null hypotheses are true but without specifying which ones. It is traditionally required that tests concerned with individual hypotheses control the FWER. Westfall and Young argue that it is also desirable that the FWER is controlled in the strong sense [38]. Specifically, for the significance level $\alpha$, a multiple testing procedure controls the FWER in the strong sense if $\text{FWER} \leq \alpha$ for all subsets of null hypotheses, regardless of which of them are true. The distinction between the strong and the weak control is thus only the issue in the situation of the ‘null hypothesis, i. e., when some of the null hypotheses are false. A common method in the single-step Bonferroni technique. It rejects $H_0$ if the p-value from testing this hypothesis, $p_0$, is less than or equal to $\alpha$. Several step-wise procedures have been proposed. A method of Holm is an example of a step-down procedure [39]. It is based on the Bonferroni inequality and the null hypothesis that $L$ is expected to be smaller than $L$. The positive correlation between test statistics. Lander and Kruglyak assume the statistic values are jointly multivariate normal and use the Oort-Streefland diffusion to compute $L^*$ [37]. Westfall et al. discuss how PROC MULTTEST of SAS/STAT™ can be used to obtain values of $L^*$ exactly [42]. Benjamini and Hochberg propose to control the ‘false discovery rate’, or the expected proportion of false rejections [40]. Benjamini and Hochberg’s procedure (BH) is to order $p_1, \ldots, p_L$ and if $p_{i+1} \leq \frac{L}{L} \alpha$, then reject all $H_i$ for $i \leq j$. This error rate is equivalent to the FWER when all hypotheses are true.
Clearly, the BH method controls the FWER in the weak sense. However, the gain in power to detect true effects can be substantial. The BH method is more appropriate when the number of true effects is known to be large, a moderate amount of the false-positive results can be tolerated or if a follow-up study is anticipated [54,55]. Benjamin and Hochberg state that “a desirable error rate to control may be the expected proportion of errors among the rejected hypotheses, which we term the false discovery rate (FDR)” [49]. It should be stressed, however, that the BH method controls FDR unconditionally and hence does not provide information about the proportion of false-positive results for any particular experiment. Conditional control would require knowledge of the unknown number of true null hypotheses as well as the power of the test to detect true effects.

‘Combination’ methods, such as of Fisher, Stouffer et al., Edgington, Simes, Zaykin et al. are testing the global null hypothesis, \( H_0 \). Once the hypothesis is rejected, it is only possible to conclude that one or more \( H_0 \) are false. This is somewhat less so with the Fisher’s method, since it is disproportionately influenced by the tests resulting in small \( p \)-values [56].

The closure principle of Marzouk et al. provides a bridge between global and individual tests [56]. This procedure considers all possible combination hypotheses obtained via the intersection of the set of individual hypotheses of interest. If an individual hypothesis and all intersections that contain it as a component are rejected by a global test, then the closure principle allows to reject the given hypothesis, strongly controlling FWER. As noted above, combination methods provide a way of taking into account several markers to produce a more powerful test or provide a better peak definition.

The potential benefit in using haplotypes is 2-fold. First, a set of alleles at single markers forming a haplotype may null account for the variation in the trait of interest [57,58]. Second, even if a single polymorphism affects the trait, surrounding markers form haplotypes that may be in much higher LD with that polymorphism as compared to individual markers. There has been much controversy around the issue of haplotype utility. Analytical power calculations of Akey et al. suggest that haplotypes can significantly improve power and robustness of association mapping [59]. On the other hand, simulation studies by Long and Langley [60] and Kaplan and Morris [61], found single-marker tests at least as powerful as haplotype-based tests.

A particular issue of concern is that all three studies assumed that haplotypes are observed directly, so that the haplotype frequencies are readily available. Currently, this is rarely the case. Most often only single-marker genotypes are available and only individuals that are homozygous at no more than one marker can unambiguously be assigned a pair of haplotypes. This situation (genic phase ambiguity) requires estimation of frequencies by missing data techniques, such as the EM algorithm, increasing the variance of the test statistic (for details of the EM in the context of haplotype frequency estimation see [62]). Future studies are needed to define optimal tests for haplotype-trait association, taking into account the balance between the increase in degrees of freedom of haplotype-based tests that results in power loss and stronger linkage disequilibria of haplotypes with functional sites that provide increase in power.

Several studies concentrated on the issue of estimating haplotype frequencies per se. Fallan and Schork performed simulations sampling population frequencies of haplotypes from D’rachold and scaled normal distributions and found pronounced accuracy of the EM algorithm for inferring haplotype frequencies on average, even when the FWER assumption does not hold [63]. Stephens et al. devised a Markov chain Monte Carlo method that allows reconstruction of haplotypes with very large numbers of markers [64]. By building in a general mutation model they also obtained substantial reduction in error rates of assigning pairs of haplotypes to individuals.

Expert opinion

While many techniques for association mapping have been proposed along with various methods to evaluate them, until now there have been reasonably few success stories. Due to this, there is an ongoing debate as to whether association mapping is or will one day be a useful tool. Certainly, it seems obvious that mapping by association cannot be as simple as following a string of \( p \)-values until the smallest one is reached, indicating the position of the gene. Instead, one needs to examine regions in which evidence for association seems to be strong, hopefully taking into account the correlations between tests. This is no small task, as it implies that enough markers have been examined in a region so that an association will not be missed, and at the same time that the multiple testing problem has been sufficiently addressed. As the current time, it seems unlikely that this can be done effectively on a genome-wide scale. Instead, with the current techniques, it is probably more reasonable to limit association studies to smaller regions that have been identified through linkage analysis or because they contain biologically relevant candidate genes. Even in reduced regions, one can then, in order the number of polymorphic sites that must be examined. It is here that the biggest challenge lies. This becomes more relevant and more pressing as research into new methodologies for faster and cheaper genotyping continues to occur at a rapid rate.
In a recent commentary, Weiss and Terwilliger detail many problems of the current approach[46]. While they seem to offer little in place of the techniques they criticize, they do make a number of valid points. One of those is that in order to come close to addressing the types of complex genetic problems being studied and on the scale that is desired, hence experimental designs will be necessary. This is undoubtedly true. One interesting question is how much of the progress that will be made in the future will be data-driven rather than hypothesis-driven. All in all, there is a long road ahead and the future is far from clear.

Five-year view
Currently, many association studies are carried out using markers that were discovered by examining a sample (sometimes very small) of random individuals, such as those available through public databases. This leads to various power-related issues, the obvious one being that the highly polymorphic markers are not likely to be associated with the phenotype of interest. On the other hand, low-frequency ‘relevant’ polymorphisms – if they are even observed – can bring down statistical power considerably. Advances in computational and molecular technology will soon make it possible to obtain sequences of entire candidate genes for an individual. This will provide an entirely new way of dealing with the marker selection problem. Sets of markers will be selected in a phenotype-specific manner out of all markers in a collection of candidate genes. Markers or marker combinations that yield maximum allele or haplotype frequency differences between levels of the phenotype will be selected by data mining techniques for the consequent analysis.
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Key issues

- Association mapping can potentially be useful in determining the location of a gene affecting a trait of interest within a much smaller region than can be determined using traditional linkage analysis approaches.
- Care must be taken regarding the results of case-control association tests; significant associations for these types of tests do not necessarily indicate proximity of the marker to a gene affecting the trait. Instead, population structure, nonequilibrium conditions, or variability of disequilibrium may be causing unexpected false-positive results.
- Significant results found using tests based on family data, such as the transmission/disequilibrium type tests, can be indicators of proximity. However, care must be taken when determining whether multiple offspring from a pedigree can be included in the analysis.
- If family data are not available, some case-control tests have been developed to take population structure within the sample into consideration[47]. These tests are less likely to suffer unexpected levels of false-positive results.
- An issue of shared genealogy[48] causes dependencies among observations at the same level of response. It is not clear what the extent of this 'cryptic relatedness' in natural populations is. Methods of stratification control are applicable here.
- There is much to be gained by utilizing multiple testing procedures that take into consideration the correlations between association-based tests at nearby markers, as well as the discrete nature of the distribution of the test statistics.
- Debate over the utility of haplotyping techniques continues. Controversy exists even when haplotypes are determined experimentally, let alone when they must be inferred through statistical techniques. At the bottom of much of this debate, however, is the assumption that there is only a single polymorphic site within a gene that is contributing to phenotypic variation. In actuality, it is often found that variation in phenotype is due to combinations of polymorphisms at different sites within the gene and also in the promoter regions. For these cases, it may be necessary to examine entire haplotypes, in order to dissect phenotypic variation.
- Better techniques for utilizing marker haplotype information are needed. Current haplotype/response association methods rely on assumptions, such as Hardy-Weinberg equilibrium in cases and controls and generally lack explicit biological models.
- Another unresolved issue is how to determine the density of markers needed in a region that will assure reasonable power to detect true marker-phenotype associations, but will not suffer from multiple testing issues. An important consideration in marker selection is the underlying phenotype model. It is not clear whether allele frequencies and pair-wise correlations between markers (or equivalently, two-marker haplotypes) are sufficient considerations or whether multiple-marker haplotypes with corresponding higher-order disequilibrium are also important for marker selection.
Introduces the transmission disequilibrium test for discrete traits, which provides a test for LD in the presence of linkage.

This allows tests of linkage and LD that does not require parents to be genotyped.

Provides a regression-based framework for performing transmission/disequilibrium tests in a manner that allows a genetic model plus other covariates to be included in the analysis.

This allows tests of linkage and LD that does not require parents to be genotype.

Describes a TDT in which missing data can be inferred in a nonbiased fashion.


Provides a TDT for quantitative traits that can be applied to whole pedigrees.

Evaluates the effects of inbreeding and cryptic relatedness on case-control tests. Provides a framework by which case-control studies can be evaluated when those effects are present so that spurious associations can be avoided.


Provides a test of linkage and LD that does not require parents to be genotype.


Created a TDT that allows entire pedigrees to be used, including multiple sibships and multiple generations.

Provides several transmission disequilibrium tests for quantitative traits.

Introduces the transmission disequilibrium test for quantitative traits.

Provides a classical setting for linkage-disequilibrium tests for quantitative traits.

Develops a methodology whereby a random sample from a population can be examined to determine the degree of population structure and attempts to estimate various parameters describing this structure.

Provides a framework by which case-control studies can be evaluated when those effects are present so that spurious associations can be avoided.
Association mapping

- Incorporates parameter estimates describing the structure of a population into a case-control test. This test is less susceptible to spurious associations due to population structure.

- Discusses significance levels and multiple testing adjustments in linkage scans.

- Discusses and compares tests for combining p-values.

- Discusses many of the shortcomings of current association-based mapping approaches. Provides a basis for examining situations when haplotype-based tests perform better than single-marker tests.

- Discusses how many diseases do it take to map a gene with SNP association mapping?

- Presents an analytical power study examining situations when haplotype-based tests have increased power.

- Describes a study of spatial distributions of phenotypic values of single markers and haplotype-based tests for the case-control design. Relates the power of haplotype reconstruction parameter to marker and disease characteristics.

- Describes and compares methods for accessing the power of haplotype reconstruction with emphasis on small but significant signals from the viewpoint of smoothing.

- Describes how many markers does it take to map a gene with SNP association mapping?